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1. PURPOSE. To provide guidance on the planning, acquisition,
development, management, and use of Local Area Networks (LANs)
and Wide Area Networks (WANs).

2. AUTHORITY. The information promulgated in this publication
is based on policy and guidance contained in the reference.

3. APPLICABILITY. The guidance contained in the enclosure is
applicable to all Marine Corps personnel responsible for the
planning, acquisition, development, management, and use of LANs
and WANs. This guidance is applicable to the Marine Corps
Reserve.

4. DISTRIBUTION. This technical publication will be distributed
as indicated.

5. SCOPE

a. Compliance. Compliance with the provisions of this
publication is required unless a specific waiver is authorized.

b. Wajvers. Waivers to the provisions of this publication
will be authorized only by CMC (MCCTA) on a case by case basis.

6. RECOMMENDATIONS. Recommendations concerning the contents of
this technical publication should be forwarded to CMC (MCCTA) via
the approved chain of command. All recommended changes will be
reviewed upon receipt and implemented if appropriate.

7. SPONSOR. The sponsor of this technical publication is CMC
(MCCTA) .
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Chapter 1

INTRODUCTION

1.1. PURPOSE. This Technical Publication is intended primarily
to aid personnel who are planning the acquisition, development,
installation, management and use of Local Area and Wide Area
Networks (LANs and WANs).

1.2. BACKGROUND. As the number of Local Area Networks (LANs)
has grown Marine Corps-wide, it has become necessary to
standardize the operating system that will be used, as well as
the components, topologies, and configurations that make up a
network. Compliance with this Technical Publication will enhance
the performance of your LAN and minimize any problems that may
occur during the installation or management of your network.
Prior to November 1989 there were no standards established for
local area networks. Prior to that date, a decentralized
procurement policy allowed the proliferation of LAN and Network
Operating System (NOS) types within the Marine Corps. Following
a review of requirements during the March, 1989 meeting of the
End User Computing and Local Area Network (EUC/LAN) Working
Group, the Marine Corps standardized on Banyan VINES as the
Marine Corps-wide network operating system. 1Its global naming
convention, ease of installation and maintenance, and Wide Area
Network (WAN) support were just a few of the reasons for its
selection.

1.2.1. Support. The first step towards standardization was the
appointment of a system sponsor for Network Operating Systems
(NOS) in February of 1990. The mission of the system sponsor is
to improve service of the networks through uniform technical
configuration and maintenance upgrades. The system sponsor also
coordinates and monitors troubleshooting efforts through the use
of a 4-tier support system: The Banyan Network Support System.
(MARCORCOMTELACT message 240830 JAN 92 refers.) At present, this
duty is performed by the Marine Corps Central Design and
Programming Activity (MCCDPA), Quantico, VA.
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System Sponsor +---- Highest

Regional Representative

Lan Manager

Lan Administrator ~---- Lowest

1.2.2. System Sponsor. The System Sponsor (MCCDPA Quantico)
will be the highest echelon in the support ladder. The system
sponsor will train appropriate technical personnel on the inner
workings of the standard NOS. With Banyan education and
available assets, these technicians should be able to answer
most, if not all, problems addressed to them. In addition, the
system sponsor will have direct liaison with vendor technicians
on all technical matters that they can not resolve themselves.

1.2.3. Regional Representatives. The Marine Corps has been

divided into regional areas to provide a convenient breakdown of
network support responsibilities. These regional areas are
divided along support lines instead of strictly geographical
locations. The intent is to provide support to commands even in
the event of a deployment; hence focus on Fleet Marine Force
(FMF) structure. These sites will be staffed with individuals
who will be school trained technicians capable of handling the
majority of problems arising in their regions of responsibility.
If a problem arises that they are unable to resolve, they will
forward it to the system sponsor. (See Appendix E for a list of
current representatives.)

1.2.4. Local Area Network (LAN) Manager. LAN Manager's will act
as the second level of support in the network management
environment. They will be responsible for the day-to-day
operation of the LAN, and will be trained to ensure optimal
operation of the network. They will be able to answer many
questions posed to them from LAN Administrators as well as the
supported command. Any questions or problems arising that they
are unable to answer will be forwarded to the Regional
Representative.

1.2.5. Local Area Network (LAN) Administrator. This is the
first level of support. The LAN Administrator position is
typically assigned to a Marine within a single functional area
(e.g., SJA, S-1, S-4). Because the LAN Administrator is the
closest level of support to the end user, his/her job is critical
and time sensitive. The LAN Administrator Serves as the primary
point of contact for all issues pertaining to the LAN.

1-4
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1.3. OPEN SYSTEMS INTERCONNECTION (OSI). In an attempt to
standardize the data communication industry, various vendors have

adopted the International Standards Organization's (ISO) layered
approach (commonly known as the OSI Reference Model). The
primary objective of this concept is to provide a common basis
for the coordination of standards development for the purpose of
open systems interconnection, while allowing existing standards
to be placed into perspective within the overall reference model.
In the reference model, system specifications are not outlined,
nor are there definitions of the specific services and protocols
to support the interconnection architecture. Instead, the
reference model is meant to serve as a conceptual and functional
framework which permits the independent development of standards
for each of the functional layers. O0OSI defines seven distinct
layers which relate to seven different interface requirements.
These layers range from the lowest interface requirement which
specifies physical connections, to the highest interface
requirement which specifies user to application connections
(called sessions). The OSI defines a system as a set of one or
more computers, the associated software, peripherals, terminals,
human operators, physical processes, information transfer means,
etc., that forms an autonomous entity capable of performing
information processing or information transfer. An open system
is one which obeys OSI standards in its communication with other
systems. Essentially, the OSI Reference Model specifies that it
does not matter what or how things are performed within each
layer as long as the interface between the layers is standard and
strictly adhered to by all participants. Following this
methodoloqgy, vendors and users can modify or replace a layer (or
module) to obtain added capabilities without having to replace
anything else (as long as the interface between the layers and
modules remains the same). The standards contained within this
document conform, to the maximum extent practical, to the OSI
Reference Model.

1.4. ASSUMPTIONS AND CONSTRAINTS.

1.4.1. ASSUMPTIONS. In developing these standards, the
following assumptions were made:

a. No single Local Area Network (LAN) design can meet
the various requirements of different Marine Corps organizations.

b. No single network can meet the requirements of a
base-wide communications network and at the same time provide all
the services required by all the organizations served.

c. All LANs have a high probability of eventually
requiring inter-LAN communications. It is more cost effective to
include this communications capability in network specifications
from the start than to attempt to include it later as an "add
on.,"
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d. The information system (IS) and communications
fields do not have enough personnel available for day-to-day
support of LANs. Therefore, end users must maintain and operate
their LANs using organic assets.

1.4.2. constraints. In developing these standards, the existing
and planned Marine Corps inventory of hardware, software,
manpower, and facilities were taken into account.

1.5. DEFINITIONS. The standards contained within primarily
address the interface between data communication "entities". To
fully understand this approach, it is necessary to briefly
describe these entities and their relationships.

1.5.1. Marine Corps Data Network (MCDN). MCDN is a common-user
data communications network that provides terminal-to-computer
and computer-to-computer communications throughout the Marine
Corps. This network is based upon IBM's System Network
Architecture (SNA) and uses IBM's protocol, Synchronous Data Link
Control (SDLC). Any connections to MCDN must adhere to this
architecture and its associated protocol without exception. The
interface requirements for this architecture are well documented
and accepted in industry and government. It is envisioned that
the Marine Corps will take advantage of new technology which is
introduced and supported within SNA.

1.5.2. Defense Data Network (DDN). DDN is a Department of

Defense (DoD) sponsored packet switching network designed to
provide worldwide data communication connectivity for DoD
activities and agencies. This network is based upon the X.25
protocol which is an accepted international standard.
Eventually, the Marine Corps will use this network to provide
communication trunks between the various Marine Corps
installations. 1In this environment, DDN will be transparent to
users of MCDN. Users requiring access to a major Marine Corps'
host computer system will do so via SNA. 1In addition to the
communication services provided for large computers, DDN also has
a wide variety of services available for other types of devices.

1.5.3. Network. A Network can be defined as a group of computer
devices connected by a communication channel. The intent of a
network is to support data communications and to enhance the
personal computer's (PC) stand alone capabilities by allowing the
PC to share data and equipment which may not be locally
available.

1.5.4. Local Area Networks (LAN). Typically, LANs are installed
within the confines of an office space, or building(s). The
emphasis of the LAN standards is to define the gateways, bridges,
and physical interface requirements to access other LANs,
devices, or Marine Corps mainframe or host computers. To the
Wide Area Network (WAN, described below) and MCDN, these LANs
appear as a single entity with access via well defined paths.

1-6
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1.5.5. Wide Area Networks (WAN). A WAN is analogous to what the

private sector calls an enterprise network.

a. WANs will provide local connectivity aboard a base,
station, or Amphibious Operation Area (AOA). It is anticipated
that these WANs will ultimately allow for interconnection of all
Marine Corps LANs using MCDN trunks or switched and broadcast
tactical networks as the backbone, exclusive of front-end
processors and mainframe gateways. It is not the intention of
this document to specify what type of communication media or
services will be provided, but rather to ensure that the
interface is compatible.

b. The major characteristic of a WAN which distinguishes it
from a LAN is that a WAN is a common-user network providing
inter-organizational communications. These standards neither
assume nor require the installation of WANs. However, these
standards do assume that the primary function of WANs is to
provide data communications, not to provide value-added features
such as printer and file servers, E-mail, etc. These services
should be provided by LANs.

1.5.6. nd-alone vices. Those devices which are not part of
a local area network but which require connectivity (normally to
a Marine Corps host computer). These devices may be supported by
a WAN (future connectivity may be provided by DDN). Some
examples of these types of devices are:

‘a. Small minicomputers (System/36, System/38, Series/1, VAX
11/780, NBI S/64, Wang OIS, etc.).

b. Multi-user systems with workstations.
c. Stand-alone PCs not attached to a local area network.

d. Universally shared servers.

e. Other value added features providing shared functions.

1.6. LIFE CYCLE MANAGEMENT. All local and wide area networks

will be developed and procured following Life Cycle Management
(LCM) principles. LCM is a common sense process used to obtain,
develop, and administer automated information systems over their
entire life with emphasis on strengthening early decisions which
influence costs and utility. Policy and guidance concerning this
process is published in MCO P5231.1.

1.7. SUMMARY. This document was developed with the purpose of
providing a step by step procedure on how to plan, develop, and
maintain a local area network. It also outlines the support
mechanism in place. The goal is to provide the Marine tasked
with setting up or maintaining a local area network with the
tools to accomplish his/her mission.

1-7
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apter
RESPONSIBILITIES

2.1. INTRODUCTION. This chapter outlines the functions
performed by various Marine Corps supervisory levels. For more
detailed information on the LAN and LAN Administrators, refer to
Chapter 8 (Network Management).

2.2. UNIT COMMANDER. The unit commander's responsibility with
regard to LAN installation begins with the commanders approval of
the LAN requirement. The commander must also determine the
operational use of the LAN such as whether personal messages may
be transmitted, if LAN traffic constitutes official mail, as
designated by HQMC, and the designation of authorized users. The
commander is also responsible for ensuring that personnel
appointments are effected and that their level of training is
maintained. The commander is specifically responsible for
appointing an Information System Coordinator (ISC), a LAN
Manager, and a LAN Administrator.

2.3. SYSTEM SPONSOR. The Marine Corps Central Design and
Programming Activity (MCCDPA) Quantico, Virginia is currently
assigned as the systems sponsor for the standard network
operating systenm.

2.3.1 Duties and Responsibilities. The System Sponsor has the

following duties and responsibilities.

a. Serve as the Marine Corps liaison with the NOS vendor on
all technical matters. ‘

b. Provide guidance to the Regional Network Support
Representatives to ensure that networking standards are enforced
throughout the Marine Corps.

c. Coordinate training for the Regional Network Support
Representatives.

2.4. PRES VES.

2.4.1. Duties and Responsibjlities. The Regional Network

Support Representatives will have the following duties and
responsibilities.

a. They are responsible for all the LANs within their
region.

b. They work with the system sponsor to provide a standard
network throughout the Marine Corps.

c. They provide guidance to the LAN Managers, LAN
Administrators, and Users within their region.

2-3
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d. They assist local LAN Managers with planning, cabling,
and management of the LAN Manager's LAN.

e. They coordinate administrator training for the Network
and LAN Administrators within their region.

2.5. ADMINISTRATION. Listed below are typical responsibilities
of the LAN Manager, LAN Administrator, and the User.

2.5.1 LAN Managers. The LAN Manager is normally assigned by the
command organization responsible for the installation and
implementation of the LAN equipment. The LAN Manager may be
responsible for a single network server, or a complex network
consisting of several servers connected by a backbone network.
Some of the LAN Manager's responsibilities are listed below.

a. The LAN Manager is the commander's appointed
OIC/SNCOIC/NCOIC of the LAN. As such, the LAN Manager enforces
command intent with regard to LAN operations.

b. The LAN Manager is responsible for configuration
management, naming conventions, and hardware/software
configuration in accordance with this publication.

c. The LAN Manager is responsible for enforcing local
security measures, to include the physical security of the
servers and information security for sensitive data.

d. The LAN Manager is the first person to become involved
in LAN planning. He/she will work with the Regional Network
Support Representative to ensure that the command's LAN fits into
the region's WAN.

e. The LAN Manager is responsible for the installation,
configuration, and documentation of the network.

f. The LAN Manager will coordinate the network training,
that is provided by the Regional Support Representative, for the
LAN Administrators and users on his/her network.

g. The LAN Manager acts as the primary point of contact for
all LAN Administrators on his/her LAN.

. h. The LAN Manager assists the Regional Representatives
with upgrading the network with patches and utilities, as
required.

2.5.2. minis ors. A LAN Administrator is typically
assigned for each group within the network's organization. For
example: 2ND MARDIV is the network organization with

consisting of G-1, G-2, G-3, ... etc. A LAN Administrator would
normally be assigned for each group. The LAN Administrator is
subordinate to the LAN Manager and is directly responsible for

2-4
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implementation of local instructions. Normally part of the same
organization as the LAN Manager, the LAN Administrator can either
assist in managing the same LAN or a smaller, designated portion
of the LAN. This includes password administration, restricting
access levels and managing the addition and deletion of users.

a. LAN Administrators are typically responsible for the
operational management of the LAN. This includes server
operations, network monitoring, backup procedures, problem
resolution and maintenance.

b. The LAN Administrator will normally add new users to the
network, build the respective profiles, establish nicknames,
allocate services, and assign appropriate access rights.

c. The LAN Administrator typically maintains local LAN
records for his/her group and reports activities to the LAN
Manager. (Refer to Chapter 7 for LAN documentation.)

d. In most cases, the LAN Administrator serves as the
primary point of contact for all the users within his/her group.

e. The LAN Administrator is responsible for the security of
any servers that are not shared by another group.

f. The LAN Administrator is normally held responsible for
ensuring that the user's PCs are properly configured
(autoexec.bat and config.sys).

g. The LAN Administrator will monitor the services
allocated to his/her group.

2.5.3. Users.

a. The LAN user is responsible for compliance with security
restrictions to include protecting the confidentiality of his/her
password.

b. The LAN user is responsible for general maintenance and
safeguarding of terminal equipment.

c. The LAN user will consult with the LAN Administrator on
any technical questions, LAN problems and maintenance above the
first echelon of repair.

d. The LAN user will identify training requirements to the
LAN Administrator.

2.6. INFORMATION SYSTEM MANAGEMENT OFFICER (ISMO). Most FMF
commands are supported directly by an ISMO. The ISMO can

additionally be tasked as either the LAN Manager or LAN
Administrator for his/her command.

2-5
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2.6.1. Duties. The ISMO is the primary staff officer for
information resource matters within an FMF command. This is true
whether the FMF unit is in or out of the garrison environment.
The ISMO's functions include:

a. Advising the commander and his/her staff on information
technology matters.

b. Acting as the command focal point on all matters
pertaining to coordination of information technology
requirements, objectives, concepts, plans, and policies,
including establishing priorities with supporting and external
data processing activities.

c. Exercise staff supervision of organic data processing
units and equipment. This includes the command's LAN.

d. Preparing IRM support estimates, operating and
contingency plans.

2.6.2. Planning. The ISMO will likely become involved in LAN
planning. Consequently, the range of responsibilities include
everything from budgeting and procurement, management, and
security to field employment. Local Standard Operating
Procedures (SOPs) should address the following topics:

Budgeting Maintenance
Procurement Documentation
Deployment Duties Training

Site Configuration Policy/Procedures
Functional Requirements Security
Implementation Administration
Field Employment Tactical Interface

2.6.3. Deployed Support. Operational plans will normally
include contingency planning for deployed network support

throughout the entire MAGTF.

2.6.4. inin upport. Network users and LAN Administrators
will receive training coordinated through the Regional Networking
Support Representative. However, the ISMO should be prepared to
augment training during deployments.

2.7. ADDITIONAL RESPONSIBILITIES. Other areas of responsibility
lie with the local Functional Manager, Regional Automated
Services Center Directors, the G-6 Officer, Headquarters Marine
Corps, and the Marine Corps Systems Command (MARCOMSYSCOM).

2.7.1. Local Functional Managers. Local Functional Managers are

responsible for coordinating information requirements that fall
within the purview of the HQMC Functional Manager. This may
include information that resides on several geographically

2-6
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separated LAN servers.

2.7.2.

RASC Directors normally provide Marine Corps Data Network
connectivity. When deployed, this function is normally provided
by the Forced Service Support Group. Within locally established
guidelines, Directors typically provide access to local host
computer databases and help coordinate regional training for LAN
Managers. Directors also provide regional guidance and
coordination concerning LAN planning and configuration.

2.7.3. G-6 Offjcers. The G-6 is responsible for providing the
physical connection for all data circuits, circuit conditioning
and managing the transmission quality of the data circuits. The
G-6 will also coordinate with and assist the LAN Managers and the
RASC (FSSG when deployed) during problem isolation and problem
resolution where data circuits are involved.

2.7.4. Headquarters Marine Corps. The Director, Command,

Control, Communications and Computer (C4) Systems Division is
responsible for centralized policy formation, technical direction
and acquisition of commercial ADP equipment, and interoperability
policy. This division is responsible for management of the
Marine Corps Data Network (MCDN).

2.7.5. Marine Corps Systems Command. In accordance with MCO

3093.1C, Marine Corps Systems Command (MARCORSYSCOM) is
responsible for acquisition of tactical C41 systems and for
defining technical intraoperability standards. MARCORSYSCOM is
further assigned responsibility for cataloging and describing
approved Marine Corps intraoperability standards for messages,
data elements, and communications protocols in the Marine
Tactical Systems (MTS) Technical interface Design Plan (TIDP).
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Chapter 3
LOCAL AND WIDE AREA NETWORKS

3.1. [LAN Components.
3.1.1. Communications Channel. Each LAN workstation is attachéd

to a communications channel, which is utilized to send and
receive information. One example of a communications channel is
the lines connecting two remote telephones. The telephone users
can communicate (share information) with each other through the
lines. Today, the most commonly used communications channel to
connect LAN workstations is cable. There are various types of
cable available that are supported by industry LAN standard
bodies. The Institute of Electrical and Electronics Engineers
(IEEE) Project 802 is one such body. Although the different
types of cable or topologies are usually transparent to the user,
there are many planning factors for the LAN Manager to consider
as to which cable to use. These factors include, but are not
limited to, speed, cost, distance, reliability and ease of
installation. The important thing to remember is that a LAN
workstation must be attached to a communication channel (i.e.
cable, radio link), which is physically connected to a circuit
board in the PC.

3.1.2. Network Interface Card. PC's are normally attached to a

LAN through a circuit board called a network interface card (NIC)
or network adapter. Some LAPTOP computers use an external
adapter which, in effect, is a NIC. The NIC is installed into
the PC and the network cable is attached to the connector on the
NIC. The most common NICs used by the Marine Corps are for
Ethernet, Token Ring, and Arcnet cabling systems. The type of
NIC installed in a PC is dependent on network design or topology.
The type of topology, cabling system, and workstation are the
deciding factors in selecting the NIC. NICs are also available
for 8 and 16-bit slotted PCs and Micro Channel workstations/file
servers.

3.1.3. Server. LANs use special computers called file servers
to manage the shared resources on the network. A PC or a
computer designed especially for use as a server may be used.
Every LAN must have a file server, which is usually a computer
that uses the 80386 or 80486~class processor. It can also be
vendor specific such as a Banyan Corporate Network Server (CNS).
File servers are similar to host computers such as a mainframe.
The primary difference is that in a host environment, all
processing takes place at the host. In a Network environment,
processing is distributed throughout the network. In other words,
whereas host computers hold all the programs and data that a user
accesses, a network's shared resources reside in the file server
itself AND the workstations connected to the LAN. The server
controls the sharing of this information between LAN devices.
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a. File Server components. The file server generally

consists of a mass storage device, one or more NICs, printer
ports, and communication ports. The mass storage device consists
of at least one large disk drive capable of holding the operating
system and files to be shared by users on the network. One or
more NICs are installed in the server to connect LAN cable
segments. Printer ports are used to connect shared printers,
while communication ports are used to communicate with other
servers or networks. Today, file servers are connected to PCs
through the cable. Future LANs will likely use radio/infrared
(wireless) links.

b. Server Functions. The file server manages the shared
hard disk and ensures that requests to its disk(s) do not
conflict with each other. File servers also keep track of who is
authorized or unauthorized to access what data.

3.1.4. Network Operating System (NOS). A NOS is a control

program that resides on a server within a LAN. The NOS is vendor
software that is loaded on a particular server. It manages
resources that are shared by more than one computer. For
example, several users can use a disk drive on a file server as
well as all printers connected to that server. The NOS on the
server communicates through the NIC and cable to the operating
system on the workstation, routing information back and forth.

3.2. Topology. The design and layout of a LAN is called the
topology. There are two types of topologies, physical and
logical. Physical topology is the physical layout or arrangement
of the devices (Nodes) and links that make up a network. Logical
topology is the description of the possible logical connection
between network nodes, indicating which pair of nodes are able to
communicate, whether-or-not they have direct physical connection.
The three commonly used physical topologies in the Marine Corps
are bus, star, and ring.
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3.2.1. Bus Topology. A bus or linear-bus is a simple design
with a single length of cable, known as a bus or trunk. All
devices on the LAN are attached to the bus and share this single
communications medium (see Figure 3-1). The bus topology is
simple and very economical. In a bus topology, the main cable
(bus) must pass by each networked device, which is not the case
in all topologies. Since all devices share the bus, the cost of
cabling may be lower than other topologies because only one cable
is used. The failure of any networked device does not have an
effect on the rest of the network. However, cable failure can
bring down the entire network.

File
Server

BUS

PC PC
ﬂ PC “
Figure 3-01
LINEAR—BUS TOPOLOGY
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3.2.2. §Star Topology. A star topology is arranged like a star,
with cables extending from a central location. Cables are not
shared; each PC has its own dedicated cable (see Figure 3-2).
cabling workstations in a star tends to be more expensive.
However, with a star topology the entire network does not depend
on one bus cable. If one cable were to fail, it would only bring
down the PC connected to that cable. All network traffic from
one workstation to another workstation must pass through a
central controller, which is responsible for managing and
controlling all communications.

l
_J

HUB
Iliiilll Iliiilll
File
Server
Figure 3-02

STAR TOPOLOGY
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3.2.3. Ring Topelogy. The ring or star-cabled-ring topology
uses a combination of shared and dedicated cables. Workstations

are connected to a Multi-Station Access Unit (MSAU). The MSAU is
then connected to other MSAUs. The connected MSAUs form a ring
(see Figure 3-3).

PC PC ‘

PC
MSAU RING MSAU PC
Iliiilll
File
Server
Figure 3-03
RING TOPOLOGY
3.3. CABLING SYSTEM. The cabling system is the hardware that

allows communication between workstations and other LAN devices.
LANs can run on varying types of cabling systems. The three most
common LAN cabling systems used in the Marine Corps are Ethernet,
Arcnet, and Token Ring. Each cabling system has its own
characteristics. These characteristics are helpful to the
network designer in determining which cabling system to utilize
for a particular network.

3.3.1. cabling Characteristics. The main network

characteristics of any cabling system are speed, distance,
protocols supported, reliability, ease of installation, and cost.
The three cabling systems most common in the Marine Corps have
distinct advantages and disadvantages. The figures below list
the main features of each cabling system and provide a summary of
network characteristics (see Figures 3-04, 3-05, 3-06, and 3-07).
More details about each of these cabling systems is provided
later in this chapter.
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ETHERNET

Thin Thick UTP
Standard IEEE 802.3 IEEE 802.3 IEEE 802.31
Speed 10 Mbps 10 Mbps 10 Mbps
No. of
devices 30 100 N/A
per segment
No. of
devices 1024 1024 1024
per network
Max length

per 607 ft. 1640 f¢t. 328 ft.
segment

RG58 Thick 2-Pair,
Cabling Coax Ethernet 24~AWG

w/BNC's w/XVRS UTP w/RJ-45s
Network BUS BUS STAR
Architecture

Figure 3-04

Ethernet Characteristics
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ARCNET
Coax star Coax bus UTP Star UTP Bus
Standard
Speed 2.5 Mbps 2.5 Mbps 2.5 Mbps 2.5 Mbps
No. of
devices N/A 8 10 10
per segment
No. of
devices 255 255 255 255
per network
Max length
per 2000 ft. 1000 ft. 400 ft. 400 ft.
segment
Cabling RG62 Coax RG62 Coax 1-Pair 1-Pair
w/BNC's w/BNC's 24-AWG UTP| 24-AWG UTP
Network STAR BUS STAR BUS
Architecture

Figure 3-05

Arcnet Characteristics
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TOKEN RING
Type 1 Type 3
Standard IEEE 802.5 ‘| IEEE 802.5
Speed 4/16 Mbps 4/16 Mbps
No. of
Devices N/A N/A
per segment
No. of
devices 255 255
per network
Max length
per Varies
segment
IBM IBM
Cabling Type 1 Type 3
Network .
Architecture RING RING

Figure 3-06

Token Ring Characteristics
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SUMMARY OF NETWORK CHARACTERISTICS
Ease of Cost Advantages
Installation |per node
ETHERNET
Thick Simple Low Speed, connectivity, cost,
Supported by national and/or
international standards bodies
Thin Complex High Speed, distance, reliability,
Supported by national and/or
international standards bodies
UTP Moderate High Speed, use of existing
twisted-pair cable, Supported
by national and/or international
standard bodies
ARCNET
Coax star Simple Moderate|Ease of installation, cost,
reliability
Coax bus Simple Low Cost, ease of installation
UTP star Simple Moderate|Ease of installation, cost, use
of existing twisted-pair cable
UTP bus Simple Low Ease of installation, cost, use
of existing twisted-pair cable
TOKEN RING
Type 1 Moderate Moderate|IBM connectivity, use of
shielded cable, support for
16MB/sec
Type 3 Simple Moderate|IBM connectivity, use of
existing twisted-pair cable
Figure 3-07

Summary of Network Characteristics
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3.3.2. cabli o . There are several very important
components of a cabling system such as repeaters, connectors,
barrel connectors, T-connectors, terminators, hubs, and MSAUs.
The use of each component depends on the cable system that is to
be installed. It is important to understand the basic function
of each one of these components.

a. Repeater. Use of a repeater can significantly increase
the maximum length of a LAN and is typically used in an Ethernet,
ARCNET, and Token Ring cabling system. A repeater is a device
that amplifies signals from one piece of cable and passes them on
to another piece of cable without changing the signal content.

b. Connectors. Connectors are used to attach cable ends to
devices like television cable boxes, television cable splitters,
or various LAN devices. Their are many different types of
connectors used to attach LAN devices to cable, which are
dependent upon the cabling system being used. The most commonly
used connectors for cabling systems are:

(1) Data connectors for Token Ring.

(2) RG62 BNC Coaxial crimp or twist-on for ARCNET RG62
coaxial.

(3) RGS58 crimp connectors for ThinNet Ethernet or N-type
connectors for thick Ethernet.

(4) RJI-45 connectors for UTP Ethernet.

These connectors can be purchased already attached to the cable
or the purchaser may buy the connectors separate from the cable.
The connectors purchased separately are typically either the
twist-on, crimp, or solder type. If crimp or solder type
connectors are purchased it is important to have the necessary
crimping or soldering tools available to fasten the connectors to
the cable.

c. TI-Connectors. 1In an Ethernet cabling system there are
other commonly used connectors such as barrel connectors and
T-connectors. Barrel connectors are shaped like a barrel and are
used to connect two cables together. T-connectors function
similar to a television cable splitter; instead of adding an
additional television to the cabling system, you are adding
another LAN workstation or file server. The T-connector is
shaped like the letter T with a port on each end. These three
ports are used to connect the NIC and two LAN cable segments.
These cable segments must be terminated at the last workstation
where no further cable is attached, as no T-connector port can be
left open. 1In an Ethernet cabling system the most commonly used
terminator is the 50-ohm terminator.

3-12
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3.3.3. Ethernet Cabling Systems. Ethernet can be configured
with two different topologies and four types of cable. These

topologies and cables can be combined for maximum versatility and
cost-effectiveness. The cables and their respective topologies
are:

CABLE TYPE TOPOLOGY
Standard Ethernet Coax Bus
ThinNet Coax (RG58 C/U) Bus
CABLE TYPE TOPOLOGY
Fiber-optic Star
Unshielded Star

a. Performance Features. The speed of Ethernet is 10 Mbps

regardless of cable choice, but the distance will change
dramatically with different types of cable. Listed below are
summarized features for each type of Ethernet cable.

(1) Standard Ethernet

- Up to 100 devices attached to a single segment.

- Possibility of longer segment lengths--up to 1640
feet, eliminating the need for power devices to
traverse the distance.

- Standard Ethernet cables give you more interference
protection than other types of copper cable.

- Repeaters and bridges can extend the distance on a
network.

- Devices attach to the network via transceivers.

(2) ThinNet Ethernet

- Economical choice for 30 or fewer users per segment
and shorter segment requirements; maximum is 607 feet.

- Most Ethernet Network Interface Cards (NICs) have
built-in BNC transceivers. This eliminates the need
for separate transceivers, as connections can be made
directly to the ThinNet cable.

- T-connectors are used for direct connection to cable.
Workstations are daisy-chained with an "in-and-out*®
cable to each.
- A BNC transceiver and a transceiver cable are
required when the interface card does not have a
built-in BNC transceiver.

(3) Twisted-Pair Cable

- There are two versions of Ethernet over unshielded
twisted-pair; UTP Ethernet and 10Base-T. 10Base-T

3-13
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Ethernet is the standard. UTP Ethernet is pre-
standard. They can coexist on the same network when
each segment is attached to a common repeater via a
transceiver and a transceiver cable.

- Use 24 AWG, unshielded twisted-pair (standard
telephone wire) to connect workstations to a central
concentrator.

- Concentrators can be daisy~-chained and can be
attached to a fiberoptic or coax backbone.

- Maximum distance from concentrators to each
workstation is 328 feet.

- Ethernet network interface cards (NICs) are available
with built-in 10Base-T or UTP transceivers.

- Twisted pair is the most economical cable type and is
easiest to work with. However, it is not recommended
for installation with abundant interference (i.e., over
fluorescent lights).

(4) Fiberoptic Ethernet
- Greatest point-to-point distance (1.3 miles).
- Completely free of interference.

- A fiberoptic hub or multi-port repeater is required
to carry the signal to multiple devices.

- Segments run point-to-point only. Fiberoptic cable
cannot be easily tapped or daisy-chained; special
tools/skills are required.

- Provides the best distance and signal quality.
- Immune to electronic eavesdropping.

- Eliminates grounding problems and voltage spikes when
used outdoors to link multiple buildings (requires
outdoor cable).

3.3.4. ARCNET Cabling Systems. In a ARCNET cabling system, hubs
are used in a star topology to increase cabling distance by
regenerating the signal and to add workstations to the network.
In a star network using RG62 cable, workstations can be placed up
to 2000 feet from an active hub. An active hub (a device that
will regenerate an ARCNET signal on 4, 8, or 20 ports) is used to
add workstations to the network. Active hubs can be daisy-
chained for a total distance of 20,000 feet. To cut down on
total network cost, passive hubs (non-powered devices that split

3-14
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an active hub channel into three independent channels) can be
added to active hub ports. Devices connected to passive hub
ports must be within 100 feet cable distance, and a passive hub
may be no further than 100 feet from an active hub port. The
ports not being used on a passive hub, unlike an active hub, MUST
be terminated using a 93-ohm terminator because RG62 Coaxial
Cable is 93-ohm. The most commonly used connector for RG62
Coaxial cable is BNC. The three types of BNC Coaxial connectors
that can be purchased are crimp, solder, and twist-on. ARCNET
can be configured with four different topologies and two types of
cable. ARCNET's versatile topologies make it an attractive
network choice unless speed or standards are a factor in deciding
what cabling system to use. The topologies and their respective
cable types are:

OPOILOGY CABLE TYPE
Coax Star RG62 Coaxial
Coax Bus RG62 Coaxial
Twisted-Pair Star Unshielded
Twisted-Pair Bus Unshielded

a. ARCNET Performance Features. The main features of an

ARCNET cabling system are its diversified topologies, cost, and
distance. The speed of ARCNET is 2.5 Mbps regardless of cable
choice. Listed below are summarized features for each type of
ARCNET topology.

(1) COAX Star

- Workstations can be placed up to 2000 feet from an
active hub.

- Active hubs can be daisy-chained for a total distance
of 20,000 feet (almost 4 miles).

- The main benefits of using the ARCNET coax star
topology are distance and fault isolation. Since most
users have individual ports on an active hub, one cable
fault would not effect the network.

- Passive hubs can be added to active hub ports to cut
down the total network cost by splitting an active hub
channel into three independent channels.

- Devices must be within 100 feet of a passive hub, and
a passive hub may be no further than 100 feet from an
active hub port.

= Unused ports on a passive hub must be terminated with
a 93-ohm terminator.

- It is not possible to daisy-chain passive hubs.

w
[
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(2) Coax Bus

- Hardware costs associated with ARCNET are reduced by
using an ARCNET bus card to connect up to eight users
to a RG62 coax backbone. The backbone must be
terminated at both ends with 93-ohm terminators, and
end-to-end distance cannot be more than 1,000 feet.

- A T-connector at the coax connection of the ARCNET
bus card allows an "In" and "Qut" port.

- Bus and star topologles can be mixed by attaching an
active hub to the end of a bus segment instead of the
terminator.

- Coax Bus topology reduces the cost of adding active
hubs and one cable can serve several workstations.

- A cable fault will affect all daisy-chained devices
on that segment.

- To get more than 1,000 feet or eight workstations,
you may use an active link to regenerate the signal and
allow connection of a second segment. There is no
limit to how many active links may be used other than
the 20,000 foot cable limitation.

(3) Twisted-Pair Star

- ARCNET can be used with unshielded twisted-pair cable
(standard 24-AWG telephone cable).

- Workstations can be located up to 400 feet from a
twisted-pair hub.

- Twisted-pair repeaters may be used to double this
distance.

- Every ARCNET card in a twisted-pair star must have a
105-ohm terminating resistor installed in the unused
port of the card.

- Twisted-pair and coax can be joined with a
twisted-pair link.

- Twisted-pair ARCNET cost is low and easy to install.
It uses only one twisted-pair, which can run in the
same jacket as telephone or other data line. This
saves the cost of additional cable.

= Balun connectors can be used to convert star coax

cards and active hubs to twisted pair, although baluns
will not work opposite a built-in twisted-pair device.
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(4) Twisted-Pair Bus

- Up to ten workstations can be connected to a
twisted-pair bus, with a length of 400 feet. Each
twisted-pair card has an "In" and "Out" port. The
first and last cards must be terminated with a 105-ohm
resistor.

- A twisted-pair repeater may be used to expand to
multiple segments, allowing 400 feet and ten
workstations per segment.

- Twisted-pair segments can be added onto an active hub
to expand the number of workstations.

3.3.5. Token Ring. In a Token Ring cabling system, workstations
and file servers are connected to a Multi Station Access Unit
(MSAU) which acts as a hub. MSAUs are most commonly available in
an eight~station configuration, but some 4 and 16 port units are
available. The common 8 port MSAU will have eight ports to which
the computer devices will attach, along with one RI (Ring In) and
one RO (Ring Out) port to attach to other MSAUs. The MSAU
internal configuration forms a ring topology. Each MSAU alone is
a ring because the internals of an MSAU pass the signal from

port to port. MSAUs in a ring topology comprised of more than
one MSAU are linked together by connecting the cable from the
ring out port on one MSAU to the ring in port on another. Data
packets are passed from port to port until a destination address
is reached or an error occurs. The LAN devices are typically
attached to the MSAU using the Type 1 adapter cable and MSAUs are
attached to other MSAUs with Type 3 patch cable. Terminators are
not used in a Token Ring cabling system.

a. Token Ring Cabling. Token Ring is a 4 or 16 Mbps LAN
ring topology developed by the IBM Corporation. Token Ring
networking is known for its fault tolerance and predictable
degradation, as well as its SNA connectivity. It is based on a
star-wired-ring topology. Token Ring topology is based on cable
configuration in regards to speed and distance. There are
several cabling options available to interconnect a Token Ring
LAN to include Type 1, Type 2, Type 3, and Type 5 (Fiberoptic)
cable. Type 1 cable consists of two individually shielded
twisted pairs, and is suitable for 4 or 16 Mbps applications. It
is used for the IAN devices (lobes) and main path
interconnections. Type 2 cable consists of two individually
shielded twisted pairs and four unshielded twisted pairs. The
shielded pairs are suitable for 4 or 16 Mbps applications for the
LAN devices and main ring path interconnections, and the
unshielded pairs are available for phone service, RS-232 data,
etc. Type 3 cable is high-quality unshielded twisted-pair phone
wire. It is strongly recommended that Type 3 cable be used in 4
Mbps Token Ring applications and not for most 16 Mbps rings.

Type 5 is fiberoptic cabling used for the main ring path to
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interconnect MSAUs for great main-ring distances or where inter-
building connections are required. This is the only recommended
method for connecting between buildings, because surge and
ground-loop problems are so common in inter-building
connections. Listed below are summarized features for Token
Ring topology using IBM's Type 1 or 2 configuration and Type 3
Configuration.

(1) Type 1 or 2 Configuration

- All cabling between the computers and MSAUs is Type 1
or Type 2 cable. This way the wiring scheme can
reliably support both 4 and 16 Mbps Token Ring
installations. '

- The maximum distance from the MSAU to the computer is
330 feet.

- The distance allowed for the main ring path (total

distance between MSAUs) is variable, and depends upon
the number of wiring closets, MSAUs, and whether the

speed is 4 or 16 Mbps.

- Allows up to 255 devices per ring.

(2) Type 3 Configuration with "IBM type" conventional
MSAUs '

- Type 1 cable is used for the backbone ring between
MSAUs.

= All cabling between the computers and MSAUs will be
Type 3 unshielded twisted-pair.

- The maximum distance between the computer and MSAU is
150 feet and a ring can support up to 72 devices.

- A 16/4 Meg Media Filter is required for each node.
This filter provides the physical conversion from the
Token Ring Adapter's DB9 female connector to an RJ-11
plug, and also filters interference.

It should be noted that there are other methods of
implementing a Type 3 Token Ring network using (other than IBM)
active MSAUs that provide signal conditioning. The primary
benefit in this arrangement is that distances between computer
and MSAU can be greatly increased. However, these MSAUs are
intended only for applications within one building because of
possible electrical problems in crossing from one building to
another. As in other Token Ring applications the main ring path
distance is variable.
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3.4. OTHER LAN COMPONENTS. It 1is also possible to connect more
than one LAN or network together, which enables users to share
resources outside their localized area. These foreign networks
and LANS may or may not use the same NOS, but the requirement to
route traffic to or through these networks may exist. Hardware
components such as modems, routers, bridges, gateways, and
controllers provide this connectivity. The remainder of this
chapter explains the different components utilized to connect
networks.

3.4.1. Modems. A modem is used to convert digital signals into
analog signal and vice versa, a process known as
modulation-demodulation. Traditionally, modems are used to
convert a computer's signal so that it can be transmitted over
existing phone lines. A modem at the other end of the line
re-converts the information so that it is understandable to
another computer. In a LAN environment, modems are often used to
connect networks and PCs that cannot be linked using LAN cables.

3.4.2. Bridges. The main purpose of a bridge is to link
together two networks of like protocol, allowing communications
between devices on separate LANs. In the process, other
advantages are gained; most importantly, the bridge manages
network traffic. The most commonly used bridges in the Marine
Corps between LANs are IBM-compatible PCs and BANYAN certified
file servers. The key components of a PC or file server
operating as a bridge are the NICs and software to support the
bridging function. The network interface cards are used to
connect the two networks together. Bridge-management software
products facilitate the building and defining of multiple paths
in a bridged configuration, and randomly disable a path to avoid
transmissions that result in an endless loop. This type of
bridge allows an administrator to manage specific paths by
setting priorities and controlling them. Bridges pass data
transparently between similar networks without altering or
manipulating the contents. The bridge receives messages
(packets) and checks the destination address of the messages it
receives. If it recognizes that a message is intended for an
active station on either side of the bridge, it routes the data
forward. Another type of bridge is known as a remote bridge.
Because the term remote implies the use of telecommunication
lines that have varying speeds which will not be equal to local
transmission, it is important to understand the characteristics
and limitations of each.

a. Bridge Speeds. Since a remote bridge may be speed
selectable, you must decide which speed will suit your
requirements. With a serial communications link you are normally
restricted to a maximum transfer rate of 38.4 Kbps. A standard
voice-grade leased line has a maximum speed of 19.2 Kbps. Along
with it, you will need a synchronous leased-line modem that
supports the appropriate speed at each end of the link. If you
decide on a DDS (Digital Data Service) line, you will get a line
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from the telephone company at the specified speed (up to 56Kbps)
and you will need a CSU/DSU at each end of the link. A CSU/DSU
is similar to a modem, but it is for a digital line. It may have
options for either an RS-232 or a V.35 interface.

b. T-1 Bridge. A T1 bridge normally has two modes; full Tl
(1.544 Mbps) and fractional T1 (56K, 128K, 256K, 512K, etc.).
The full T1 requires a Tl CSU to interface the bridge to the Tl
circuit. The bridge then utilizes the full 1.544 Mbps bandwidth.
Fractional T1 normally requires a T1 multiplexor so that multiple
channels can share the full T1 circuit. The sum of all the
channels on the multiplexor cannot exceed 1.544 Mbps. The
channels on a Tl multiplexor may have options for RS-232, RS-422,
or V.35 interfaces. It is important to know that RS-232 is
limited to 38.4 Kbps, V.35 is limited to 56 Kbps, and RS-422 is
limited to 2,048 Mbps. The multiplexor channels must adhere to
these specifications.

When selecting a remote link, keep in mind that a circuit of
64 Kbps or lower may greatly slow down your response time on any
activity between sites. When using these speeds you should
restrict usage to screen updates, word processing, or small file
transfers. Any intensive program or application will severely
degrade performance for all remote-link users.

3.4.3. Routers. Routers are file servers or PCs on the LAN
whose sole function is to route signal traffic so that it arrives
at its destination quickly. Routers can provide alternate routes
for messages in the event a segment of cable were to break down.
In this manner, routers can be thought of as the traffic cop of
the LAN.

3.4.4. Gateways. A gateway is normally a combination of
hardware and software that provides terminal or application
services from a LAN to a mainframe or host running a dissimilar
protocol and/or operating system. It is normally used to allow
workstations on a LAN to access a host computer. Through this
access you may be able to perform terminal emulations, file
transfers, electronic mail services, or other applications.

a. Workstation Requirements. For the network workstations,
very few modifications are necessary other than to the existing
NIC and workstation shell. The user may need emulation software
or a conversion application for the connection to the host. 1In
most cases (5250 or 3270 gateways) a gateway server machine must
be used. This is usually an 80286 or 80386 class machine (AT or
compatible) which may be either dedicated as a gateway server or
non-dedicated. The host must also be set up to acknowledge the
gateway that will be installed. The setup is rarely complicated
because the gateway normally emulates a standard piece of
equipment.

b. Host Gateways. The Marine Corps predominantly connects
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LANs to mainframes or hosts via a non-dedicated server acting as
a gateway. These gateways are normally attached to a
communications controller (Front End Processor) which is
connected to the host. A communications controller is
specialized hardware and software for centralized systems. It
front-ends the communications tasks and provides a parallel
channel interface to the mainframe processor, as well as
providing a communications link interface to the network
(gateway). The controller's specialized hardware works in
cooperation with the mainframe network software, and buffers and
re-blocks data bound for the host and vice-versa. The mainframe
and communication controllers used by the Marine Corps are two
components of a SNA network.

C. SNA. System Network Architecture (SNA) is the de-facto
industry standard and an international standard announced by IBM
in 1974 for Wide Area Networks (WAN). This standard defines
functions, formats, and protocols to be implemented in IBM and
other vendor supplied hardware and software. This "open"
architecture allows third party vendors to take part in providing
system components.

3.5. WIDE AREA NETWORKS. Many of today's networks use public
telecommunications facilities to give their users access to the

processing capabilities and data storage facilities on the
mainframe computer. Tactical broadcast and switched facilities
can also be used to establish tactical WANs in a deployed
environment. Networks that tie widely separated users together
are called Wide Area Networks (WANs). Chapter 1 stated that
Banyan VINES is the Marine Corps standard LAN operating system.
Within Banyan, any server-to-server network which uses telephone
line connections, tactical radio circuits, or tactical switched
circuits to communicate constitutes a WAN, regardless of
distance.

3.5.1. WAN Physjcal Requirements. The concept of a Banyan wide

area network simply involves the connection of multiple servers.
Standard data communications techniques are employed in designing
and implementing this link. The physical requirements for
installing a WAN link between two servers are listed below:

- Two servers installed with Banyan software.

- A Banyan Intelligent Communications Adapter (ICA)
board installed in both servers.

- A data communications link between the two server
locations. This link can be a dial-up line with dial
modems or a dedicated circuit with synchronous modems
attached.

-~ The WAN installation requires that the data circuit
connect to the ICA board in each server, and that the
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appropriate port on the board is assigned and
configured within the software.

3.6. SUMMARY. This chapter defined LANs and their components,
as well as network expansion. A lot of detail was provided
concerning the bus, star, and ring topologies and the benefits of
three commonly used cabling systems; Ethernet, ARCNET, and Token

Ring. The basic components of all three cabling systems are
summarized below.

3.6.1. Ethernet Components
- Ethernet NICs (Required)

-~ Choice of Standard Coaxial, RG58 Coaxial, UTP,
Fiberoptic cable

- Connectors, T-Connectors, barrel connectors,
terminators (50-ohm)

- repeaters (optional)
3.6.2. ARCNET Components
- ARCNET NICs (Required
- Choice of RG62 Coaxial, UTP cable

- Connectors, terminators (93-ohm) if passive hubs are
used

- Active hubs (optional)
- Passive Hubs (optional)
-~ Repeaters (optional)
3.6.3. in ompo s
- Token Ring NICs (Required)
- Token Ring Adapter cable (DB9) for each NIC

- Token Ring Patch Cable for main path ring (data
connectors included)

- MSAUs
- Repeaters (optional)
3.6.4. Miscellaneous Itens. Modems, routers, bridges,

gateways, and controllers were briefly explained as important
components needed to expand the network to connect to other LANs
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and WANs.

3.6.5. Additional Items. For specific LAN/WAN hardware and
software components see Appendix B for a list of Banyan Model

Numbers. The next chapter will explain the Banyan VINES network
operating system to include all VINES software, as well as
third-party vendor software. VINES software and third-party
vendor software, combined with the hardware components discussed
in this chapter, will provide the necessary equipment needed to
plan and install a LAN/WAN.

w
|

23



LOCAL AND WIDE AREA NETWORKS
IRM-5239-04

(This page intentionally left blank)



LOCAL AND WIDE AREA NETWORKS
IRM-5239-04

Chapter Table of Contents
Chapter 4
BANYAN NETWORK OPERATING SYSTEM

Section 1. INTRODUCTION ....... .

Architecture .........ceeeeeee tececsense 4.
Server SOftWare .....ccceeeceococsccncas 4.
Client Software .....ccceceoceeccennasee 4

Section 2. PLATFORMS ......cccceceeececacecs 4
Section 3. SOFTWARE QPTIONS ..... crecescecss 4.

Standard VINES ....¢icetteerncsosnccnans
StreetTalK ...ceeieieestosssesescoscsasons
SEeCUritY ..vvverrerenracsoncsnsosenns .o
File Services ......iciiveeerncennennnns
Printer Services ........ceceeeeeccnnans
NetBIOS Interface ........ccececeeeeescnse
Network Administration .......cceceeceees
Bridging ............. Ceceesessanann e
Mail ......cccetiiienenne ceseaeeen ceeens
PC Printing ...c.cieieerenennenenennncns
Management ......c..ccoccececvocccccssonnos
Dial-In ........... ettt eeeseneens ceree
Server Connectivity ........... tereesaen
Token Ring Bridging ........cciveuvunnnn
TCP/IP Routing ....... ceeeacaen e s aen .
TCP/IP Server-to- Server cececoancrecesnne
PC/TCP +vvevennnnnn et eeeneae e .
Simple Mail Transfer Protocol ......... .
MacVINES ...... e s e s es s e ces s e s s e s s enesn
ASyYnchronous T/E ...icveessercoscsssacsns
3270/SNA v vvvennnnnn. ettt
Advanced 3270 ....cc00000. seseasateenas .
Advanced 3270 w/GraphiCs .....cco0ceeess
3270/BSC ...v.... e ettt
Xe29 it etnennes et e cesseesecosessanesen
Xe25 i iieeeeeosssossossssnosesoseacaseccas
Server-to-Server WAN .......ccevevavsens
ToolKkit .....cceeeeeeene Cetetesesenecens
Oracle Server .......... ‘e

bbb dDELELELLM

MacLAN Connect ......cvcc00c0ce ceeeceacne
VINES SMP ...cceceteces cee e . .

WWWWWwWwWwWwWwiwwwwuwwuwwuwwuwwwuwuwuwwwuwwww

WWANNNNDNNNDNNDNNDNNDNNRE R R R R OO e WN

HFOWVWONOAMNOMAEWNKFROOVONAANNLEWNEO:



LOCAL AND WIDE AREA NETWORKS
IRM-5239-04
Chapte b o) ts

Chapter 4 (continued)
BANYAN NETWORK OPERATING SYSTEM

Paraqraph
Section 4. PATCHES ..:cvcercecersnsccseansass 4.4,
Description ...... Y J T §
General Patches ......veeesncsoncessssses 4.4.2.
Site Specific Patches .......vcvvveeeee. 4.4.3.
Section 5. THIRD-PARTY SOFTWARE ...cccecvess 4.5.
GAtewaYS c.cevevcccncacnsannnn Ceseneesee 4.5.1.
Trellis Software Products ........s0.0.. 4.5.2.
Memory ....... Ceeesseesssasssasenas eesss 4.5.3.
Memory Management .....¢ccceevveceecess. 4.5.4.

4-17

4-17
4-17
4-17

4-18
4-18
4-18
4-19



W A N ORKS
IRM-5239-04

CHAPTER 4
BANYAN NETWORK OPERATING SYSTEM

4.1. INTRODUCTION. The Marine Corps standard Network Operating
System (NOS) is Banyan VINES. VINES (Virtual Networking System)
is Banyan Systems Incorporated software operating system. VINES
supports standard and proprietary protocols, and its modular
structure supports present and future OSI (Open Systems
Interconnect) model requirements. VINES is UNIX AT&T System V
based with Berkeley BSD enhancements. VINES servers operate an
optimized UNIX 5.3 multi-processing environment on any computer
capable of running the VINES NOS software. The software is loaded
on a file server(s) and workstations and is utilized to manage
the networks shared resources and services.

4.1.1 Architecture. VINES features a "service-based"”
architecture that provides equal support of LAN and WAN
architectures, multiple user services, mainframe like security,
and a global naming scheme (StreetTalk). With VINES integrated
communications, users have full access to all industry supported
LANS. WAN connectivity is provided to networks running standard
protocols such as SNA, TCP/IP, X.25, HDLC, or asynchronous
support.

4.1.2. Server Software. The VINES server software is comprised
of drivers, services, and tools. The drivers provide an
interface to communications media such as a LAN, serial ports to
a WAN, and input/output (I/0) devices. Services are a set of
processes that provide network users with access to shared
information and manage other resources within the VINES NOS.
Services provide print, file, mail, and gateway services to
users. All Banyan services have a private directory in the NOS
that maintain, create, start, and delete functions as well as
registering with StreetTalk and producing logfile reports.
Banyan Tools provide an application interface for program
development.

4.1.3. Client Software. The VINES PC or client software
facilitates communications between workstations and VINES
servers. The software is loaded on LAN workstations and provides
the LAN and I/0 connectivity. Currently, Banyan client software
support is limited to DOS 3.X or higher. The components of the
client software include a LAN device driver, a DOS redirector, a
configuration database, and a configuration program. The LAN
driver supports an interface to manage the NIC installed in the
PC. The DOS redirector provides file and print redirection,
environment information, and the StreetTalk interface. This
software executes in the PC Random Access Memory (RAM) and
requires approximately 130K. However, there are memory
management tools (discussed later in this chapter) available to
reduce this requirement.
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a. Existing MS-DOS based, PC compatible machines may be
utilized as LAN workstations provided they meet the minimum
specifications. These specifications are:

(1) 512 kilobytes base memory; 640KB is recommended
(2) floppy disk drive

(3) 20MB Hard drive

(4) One (1) open expansion slot

(5) DOS version 3.2 or higher

(6) 8088 processor or greater

4.2. PLATFORMS. Banyan VINES is a server-oriented network. The
functionality of VINES servers (PC or proprietary) that are
integrated into the LAN will depend on their hardware
expandability and processor level. The choice of server platform
(PC or proprietary) should be based on requirements, and
requirements matched with machine capabilities. The Banyan
Platform Certification Program Notices, published semi-annually,
is a document that gives you precise information needed when
selecting and installing hardware platforms for VINES. The
Banyan Platform Certification Program is a collection of vendors
who participate with Banyan to certify their systems as VINES
servers. Figqures 4-01 and 4-02 list six different
software/hardware platforms that can be purchased from Banyan
(See Appendix B for Banyan Model Numbers). It should be noted
that the Corporate Network Server (CNS), Desktop Server (DTS),
and Banyan Network Server (BNS) are no longer in production.
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CERTIFIED VINES PLATFORMS;Server Minimum Requirements

VINES SOFTWARE FOR VINES CERTIFIED PLATFORNMS

VINES/486 VINES/SMP VINES/386 VINES/386TEAM
CPU Intel 80486 |Intel 80486 Intel 80386| Intel 80386
Intel 80386

Clock Speeds 25-33 MHZ 33 MHZ 16-33 MHZ 16-32 MHZ
RAM 4-16 MB 4-256 MB 4-16 MB 4-16 MB
Cache Supported Supported Supported Supported
Supported Bus ISA, EISA, EISA ISA, EISA, ISA, EISA,

Types MicroChannel MicroChannel| MicroChannel
Max. LAN Cards 4 4 4 4
Supported Cards

ARCNET X X b X

Ethernet X X X b ¢

LANSTAR (1) X X

ProNET X b4 X

StarLAN (1) b4 b4 X

Token Ring X X X X

vVistaLAN (1) x X X p 4
Max. ICA cards 2 2 2 2
Supported Disk SCSI IDA SCSI SCS1I

Types EDSI SCSI EDSI EDSI

ST506 (1) STS06 (1) ST506 (1)

Max Disk Storage

Will vary with choice of hardware configuration

1.
2.

Not supported on Micro Channel platforms.
For details on non-Banyan supported tape drives, including

manufacturers and model numbers, contact your Banyan sales
representatives or an Authorized Banyan Reseller.

(continued on next page)

figure 4-01

4-5
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VINES S8OFTWARE FOR VINES CERTIFIED PLATFORMS

VINES/486 VINES/SMP VINES/386 VINES/386TEAM

Total Printer 10 10 10 10

Ports
Maximum Direct- 2 2 2 2
Connect Serial
Maximum Direct- 3 3 3 3
Connect Parallel
Max. Remote 10 10 10 10
Banyan Cartridge 150 MB 150 MB 150 MB 150 MB
Tape Drives (2) 60 MB (1) 60 MB (1) 60 MB (1) 60 MB (1)
Battery Backup External |External External External

1. Not supported on Micro Channel platforms.
2. For details on non-Banyan supported tape drives, including
manufacturers and model numbers, contact your Banyan sales

representatives or an Authorized Banyan Reseller.

Figure 4-01 (contihued)
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Banyan's Own VINES-Optimized Hardware

Banyan/CNS486 (3) Banyan/CNS (3)
CPU Intel 80486 Intel 80386
Clock Speeds 25 MHZ 25 MH2
RAM 4-24 MB 4-24 MB
Cache Supported Supported
Supported Bus ISA - ISA
Types
Max. LAN Cards 4 4

1. Not supported on Micro Channel platforms.
2. For details on non-Banyan supported tape drives,
manufacturers and model numbers, contact your Banyan sales

representatives or an Authorized Banyan Reseller.

including

3. The Banyan/CNS486 and Banyan/CNS come pre-loaded with
VINES software.

Figure 4-02

4-7
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Banyan's Own VINES-Optimized Hardware

Banyan/CNS486 (3)

Banyan/CNS (3)

Supported Cards

ARCNET b4 X
Ethernet X X
LANSTAR (1) X X
ProNET p.¢ b4
StarLAN (1) X X
Token Ring X X
VistaLlAN (1) b P
Max. ICA Cards 5 5
Supported Disk SCSI SCS1

Types

Max Disk Storage

Will vary with choice of hardware

Total Printer 10 10
Ports

Maximum Direct- 4 4

Connect Serial

Maximum Direct- 3 3

Connect Parallel

Max. Remote 10 10

Banyan Cartridge 2.2 GB 2.2 GB

Tape Drives (2) 150 MB 150 MB

Battery Backup Internal Internal

1. Not supported on Micro Channel platforms.

2. For details on non-Banyan supported tape drives, including
manufacturers and model numbers, contact your Banyan sales
representatives or an Authorized Banyan Reseller.

3. The Banyan/CNS486 and Banyan/CNS come pre-loaded with
VINES software.

Figure 4-02
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4.3. SOFTWARE OPTIONS. 1In addition to the platforms listed in
figures 4-01 and 4-02, VINES/286 and VINES 286 to VINES/386
upgrades are available for purchase from Banyan. VINES/286
release 4.0 server software is for IBM PC/AT and true compatible
platforms. It supports the Intel 80286 CPU, 2 LAN cards, 2 STS506
disk drives, 1 ICA card (6 communications ports), 5 printer ports
(3 serial and 2 parallel), 60 MB or 150 MB external cartridge
tape drive with integrated software support, and an external
battery back-up with integrated software support. VINES/286 to
VINES/386 upgrade enables customers to easily trade up from

" VINES/286 release 2.10 or 3.x to VINES/386 release 4.00. The
upgrade includes a full set of release 4.00 documentation,
VINES/386 floppy set, and an upgrade option key. The option key,
when loaded, will transform a VINES/286 server key into a
VINES/386 server key. All options previously installed on the
VINES/286 server will remain in effect after the upgrade.

~4.3.1. Standard VINES. The standard VINES software for all
platforms include StreetTalk, File services, print services,
security, NetBIOS interface, VINES LAN bridging, and Network
Administration. When a software platform is purchased, the
~package includes all VINES Base System software and documentation
as well as a server key. Brief descriptions of each software
component are listed below (see Appendix B for Banyan
Publications).

4.3.2. StreetTalk. StreetTalk is a fully integrated,
distributed directory service that lets you uniquely identify and
manage every resource on a VINES network. These resources
include users, services, lists, and servers.

4.3.3. Security. VINES Security is enforced in several ways on
the Banyan VINES network. On each server, the VANguard service
provides security by authenticating user logins. It makes sure
that users can log in from their present location and that they
are in conformance with security requirements. VANguard also is
responsible for restricting access between servers. ARL (Access
Right List) is another VINES security measure that is used to
. define network resource security. ARLs are a collection of
users' StreetTalk names that have permission to use a particular
resource, and their level of access.

4.3.4. FILE Services. File Services let users share and use

. ‘information on the fixed disks in a VINES server. They manage

DOS file storage on the server, identified by a StreetTalk name,
allowing users to perform all the file-related tasks they
normally do, such as editing files, running executable files, or
-renaming files. To a user, a file service seems to be a local PC
fixed disk drive, such as drive C.

- 4.3.5. PRINTER Services. Printer Services let users share

-printers on the VINES network. Users don't have to go to a

4-9
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particular PC to use a printer. Network printers, identified
by a StreetTalk name, are physically attached to servers
(local)/Pcs (remote).

4.3.6. NetBjios Interface. NetBios Interface (Network Basic
Input/Output System) provides user access to the VINES NetBios
services, which is identified by a StreetTalk name on a VINES
server. A NetBios service consists of PC-resident NetBios
emulation software and a service on the server. The service
allows users to run application programs that require a NetBios
interface, and doesn't require any special hardware.

4.3.7. Network Administration. Network Administration provides

strong, comprehensive control throughout the network. Network
additions, moves, and changes can be performed without disruption
to network service.

4.3.8. Bridging. VINES LAN Bridging service allows connection
to two separate networks that are using the same protocols.
Other integrated software is available from Banyan to enhance
networking capabilities (see Appendix B). These add-on software
options are separate components from the VINES Base System
software and include option guides and keys. All VINES options
available for purchasing are listed in Figure 4-03.

4.3.9. Mail. The Network Mail option enables PC users to
exchange electronic mail messages and DOS file attachments
including word processing documents, graphics, and spreadsheets
across any size network. Network Mail is fully integrated with
StreetTalk and is available for all servers.

4.3.10. PC Printing. PC Network Printing option allows printers
connected to VINES workstations to be shared in the same way as
those directly-connected to network servers. This option
increases the number of printers supported by a VINES server and
provides the same administrative control as printers directly
connected to servers. It provides multiple access to a single PC
printer and is available for all servers running VINES release
3.0 or greater.

4.3.11. Management. The Network Management option helps you to
optimize network performance by providing statistics that help
you maximize individual server performance and improve
inter-server network performance. This menu driven software
allows the system administrator to view a wide range of network
statistics, including data transmission rates, percentage of
network utilization of all connected nodes and isolation of
network problems. It is available for all servers.

4.3.12. Djal-In. PC Dial-In option enables remote users to work
off-site by dialing into VINES servers via standard telephone
connections at speeds up to 19.2 Kbps. The server component of
the option supports multiple simultaneous dial-in connections via

4-10
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the server serial communications ports (Banyan ICA card). Remote
PCs equipped with asynchronous modems may dial into a VINES
server and access the same network services available to any
network users. Auto-dial and auto-answer features are supported
on Hayes 1200, 2400, 9600 V/Series Telebit smart modems. An
Intelligent Communications Adapter (ICA) or serial communications
adapter is a prerequisite. It is available for all servers.

(See CMC WASHINGTON DC//CCI// message DTG 060031Z AUG 92 for
governing policies on Banyan Dial-In.)

4.3.13. Serve o ctivity. Server-To-Server LAN option allows
LAN-connected servers to co-exist and communicate with each
other. If your network connects servers by using a LAN, VINES
Revision 4.0 requires that ALL 4.0 servers that co-exist on the
LAN must have this option installed. Available for all servers
with the exception of VINES/386 Team.

4.3.14. Token Ring Bridging. Token Ring Bridging option allows
a VINES server to emulate an IBM computer that runs the IBM
Token-Ring Network Bridge Program, enabling end nodes that reside
on different Token-Ring LANs to communicate through the VINES
server. Available for servers running VINES release 4.0 or
greater.

4.3.15. TC P Routing. TCP/IP Routing (Transmission Control
Protocol/Internet Protocol) option lets VINES servers act as IP
routers. This option enables servers to route IP traffic via
Ethernet, Token-Ring, StarLAN and ProNET-10 LANs. A server with
this option installed acts as a gateway to forward traffic passed
from one foreign network, through the VINES network, to another
foreign network. Available for all servers running VINES release
3.0 or greater.

4.3.16. TCP/IP Server-to-Server. TCP/IP Server-to-Server option
lets you use existing TCP/IP networks to integrate VINES servers
and networks. This option supports VINES server-to-server
connectivity across TCP/IP networks. The sending and receiving
VINES servers must have this option installed. Available for all
servers (running VINES release 3.0 or greater) with the exception
of VINES/286 and VINES/386 Team.

4.3.17. PC/TCP. PC/TCP option allows any PC on the VINES
network to perform a wide range of TCP/IP applications including
FTP File Transfer, TELNET Terminal Emulation, SMTP Electronic
Mail, subnetting and routing, Unix r-utilities (i.e. rlogin,
rexec), IBM 3270 and DEC VT100 and VT220 terminal emulation, and
printing. Two versions of this option are available. One
version operates over all VINES-supported LANs, enabling TCP/IP
traffic from PC/TCP applications to travel across a VINES network
to a foreign host and works in conjunction with the VINES TCP/IP
-Routing option. It is available for all servers running VINES
release 3.0 or greater and supports PC DOS release 2.0 or .
greater. The other version operates only over VINESe-supported

4-11
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Ethernet LANs and is used for TCP/IP traffic travelling directly
across a TCP/IP network to a TCP/IP host, rather than across a
VINES network. It is available for all servers running VINES
release 3.0 or greater and supports PC DOS release 2.0 or
greater.

4.3.18. Simple Mai sfe . SMTP Mail Gateway
option lets you exchange SMTP mail messages with users on foreign
networks. This option interprets and forwards standard SMTP
mail. Additionally, it supports nonstandard or site specific
mail address formats by allowing optional specification of a
default mail router. When the option encounters unfamiliar
address formats, it passes the mail message along to the default
mail router for interpretation and forwarding. This option is
fully integrated with VINES Network Mail and TCP/IP options so
that forwarding messages to foreign hosts is completely
transparent. Incoming mail is directed to your VINES mailbox.
Prerequisites: VINES release 3.10 or greater, VINES Network Mail
option, and TCP/IP Routing option. Available for all servers
with the exception of VINES/286.

4.3.19. MacVINES. MacVines Mail Gateway option allows Macintosh
users to exchange electronic mail messages and file attachments
with VINES workstations and other Macintosh users over a VINES
network. Prerequisites: Server installed VINES Network Mail
option and an Ethernet card are required connect to the
Macintosh. Available for VINES/386, VINES/386 TEAM, or CNS
servers running VINES release 3.10 or greater.

4.3.20. Asynchronous T/E. Asynchronous Terminal Emulation
option enables users on a VINES network to use their PCs as
asynchronous terminals connected to host computers (i.e.
mainframe). This option also features public domain Kermit File
Transfer protocol. One port of an Intelligent Communications
Adapter (ICA) or serial communications adapter and an
asynchronous modem is a prerequisite. It is available for all
servers.

4.3.21. 3270/SNA. 3270/SNA option enables PC users on a VINES
network to emulate 327x terminals to hosts that use System
Network Architecture (SNA). There are many versions of this
option available. The 3270/SNA 16LU option is available for all
VINES servers running Revision 4.0 (or later), and provides
support for 16 sessions. It allows VINES customers to purchase
an entry-level IBM 3270/SNA solution and add additional LUs as
needed. It includes send/receive file transfer capability.
3270/SNA 32LU version supports 32 sessions, one line maximum with
send and receive file transfer. 3270/SNA 64LU version supports
64 sessions, 32 sessions per line, two lines maximum. 3270/SNA
96LU version supports 96 sessions, 32 sessions per line, three
lines maximum. The 32LU, 64LU, and 96LU versions are available
for all VINES servers except VINES/386, VINES 386 TEAM, and
VINES/286. Additionally, there is a VINES/286 16LU version that
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supports 16 sessions and file transfer, and a separate version
available that adds send/receive file transfer capability for
existing VINES 3270/SNA emulation. This version requires VINES
release 2.1 software or later.

4.3.22. Advanced 3270. Advanced 3270/SNA option is an enhanced
version of 3270/SNA including features such as better print
capabilities and presentations (pen lights, mouse, etc.) and
window capabilities up to four sessions. Minimum requirements
include one version of the basic 3270/SNA option and DOS version
4.0 or greater. There are three versions available with advanced
3270/SNA to include 32LU, 64LU, 96LU. All versions of the
advanced option also include the features of the basic 3270/SNA
option.

4.3.23. Advanced 3270 w/Graphics. Advanced 3270/SNA Graphics
option provides AP and S3G graphics, as well as all the features

of the Advanced 3270/SNA options Minimum requirements include
one version of the Advanced 3270/SNA option and DOS version 4.0
or greater. There are three versions available with this option
to include 32LU, 64LU, 96LU.

4.3.24. 3270/BSC. 3270/BSC option allows VINES users to connect
to IBM mainframes running Binary Synchronous Communications (BSC)
protocol. There are three versions available. One version
supports 32 sessions, one line maximum. Minimum requirements
include one NM115 adapter and a synchronous modem. Another
version supports 64 sessions, 32 sessions per line, two lines
maximum. Minimum requirements include two NM115 adapters and a
synchronous modem per line. The third version of 3270/BSC option
enables VINES servers to route SLR (Source Level Routing) frames
to an adjacent token ring network.

4.3.25. X.29. X.29 Software option allows VINES network users
to establish terminal emulation sessions with host computers over
an X.25 network such as a Public or Private Data Network (PDN).
This option makes the server appear as a Packet
Assembly/Disassembly (PAD) system to X.25 host. This option
requires prior installation of the Asynchronous Terminal option
and the X.25 Server-to-Server option. Available for servers
running VINES 4.0 or greater.

4.3.26. X.25. X.25 Server-to-Server option supports
interconnection of multiple servers using the standard PDN which
conform to the standard X.25 specifications. 1In addition, X.25
provides support for up to 128 Virtual Circuits (CNS or BNS with
4 ICA cards) or 64 circuits. (DTS or VINES 386 with 2 ICA cards),
and includes support for leased lines with speeds up to 64Kbps
using synchronous modems. An Intelligent Adapter Card (ICA) or
serial communications adapter for each connection to a PDN is a
prerequisite.

4.3.27. Server-to-Server WAN. Server-to-Server WAN option is
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used for connecting VINES servers in multiple locations, creating
a WAN. This option includes support for leased lines operating
up to 64 Kbps using synchronous modems, or public switched
telephone networks using asynchronous modems. The server-to-
server WAN option can accommodate Marine Corps tactical radio and
switched circuits in a similar fashion. Servers can dial other
servers at scheduled times or on command. The software supports
multiple communications lines, with each line requiring one port
of the serial communications adapter. A prerequisite is an
Intelligent Communications Adapter or serial communications
adapter. This option is available for all servers.

4.3.28. Toolkit. VINES Applications Toolkit option allows
developers to efficiently create distributed applications that
utilize the full power of advanced VINES facilities. It lets
developers concentrate on application development without the
need to implement or manage complex inter-process communication
mechanisms. It also provides portability of network applications
across Banyan's current product family as well as future hardware
platforms. The Toolkit is recommended for use only on
non-production servers. The PC Virtual Terminal Access portion
of the toolkit requires the Asynchronous Terminal Emulation
option. TCP/IP Applications Interface (API) requires the TCP/IP
Routing option. X.25 API requires the X.25 Server-to-Server
option. Mail Gateway development requires the VINES Network Mail
option. The Toolkit is available for all servers (with the
exception of VINES/286) running VINES release 3.10 or greater in
development or run-time environment.

4.3.29. Qracle Server. Oracle Server for VINES option allows
access to local and remote databases as if they were stored
directly on the user's PC. Users can join the databases into a
single view, regardless of their physical location.
Comprehensive file and record locking schemes allow users to
simultaneously retrieve, update, and delete data from the same
table. A prerequisite is a Banyan CNS or certified 386 server.
These servers must be running VINES release 3.1 or greater, have
at least 8MB RAM, and an 80MB hard disk. The client must have a
minimum of 640KB RAM and DOS 3.2 or greater. The maximum number
of simultaneous users for Oracle Server is 50. '

4.3.30. MacLAN Connect. MacLAN Connect option provides file,
print, and tape backup sharing between Macintosh and DOS PC
users. It also enables Macintosh files to be stored on VINES
servers to reduce storage costs and enable administrators to back
up the files on VINES high capacity tape drives. A
VINES-supported Ethernet or Token Ring card is required.
Available for all servers running VINES release 3.0 or greater.

4.3.31. VINES SMP. VINES SMP (Symmetric Multi-processing)
option is an upgrade (a SMP platform is also sold) that enables a
single VINES network server to support multiple processors.
VINES SMP also lets your VINES network server support more users,
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services, and applications. A server with multi-processors and
VINES version 4.0 (or greater) are required to run VINES SMP.
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VINES PLATFORMS ADD-ON SBOFTWARE MNATRIX

286|386 |386TEAM| 486 |DTS(6) | BNS(6) |{CNS(6) | SMP
Network Mail b X X X X X b b
PC Network Printing (1)} x X X X X X X X
PC Dial-In P X X X X P X X
Server-to-Server LAN X b ¢ X X X X X
Token Ring Bridging (2)| x X X X b X b X
TCP/IP Routing (1) b X X X X X b b
TCP/IP Server-to-Server
(1) X X X X X X
PC/TCP (1) X X X X X X X X
SMTP Mail Gateway (3) b b X b X X X
MacVINES Mail Gateway
(3) X X X X X
Asynchronous T. E.
w/Kermit File Transfer X X X X X X X X
3270/SNA (4) X X X X X X X X
Advanced 3270/SNA (4) X X X X X X X X
Advanced 3270/SNA
Graphics (4) X X X X X X X X
3270/BSC (5) X X X X X X X X
1. VINES release 3.0 or greater.
2. VINES release 4.0 or greater.
3. VINES release 3.1 or greater.
4. 3270/SNA (Contact your Authorized Banyan reseller for
clarification).
5. 3270/BSC (Contact your Authorized Banyan reseller for
clarification).
6. BNS/DTS/CNS - BNS and DTS are no longer in production. CNS 80386

and 80486 support all VINES options.

(continued on next page)

Figure 4-03
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VINES PLATFORMS8 ADD-ON BSOFTWARE MATRIX
286|386 |386TEAM| 486 |DTS(6) | BNS(6) |CNS(6) | SMP
X.29 Software (2) p.d p.d p.d p 4 p.d X X
X.25 Server-to-Server X X X X X X X
Server-to-Server WAN X X p 4 X p 4 X p.d X
VINES Application
Toolkit (3) X X X X X X p 4
Oracle Server for VINES
(3) x X X X
MacLAN Connect (1) X p 4 X p 4 p 4 p 4 X X
VINES SMP X X X X X X

1. VINES release 3.0
2. VINES release 4.0
3. VINES release 3.1
4. 3270/SNA (Contact
clarification).
5. 3270/BSC (Contact
clarification).
6. BNS/DTS/CNS - BNS
and 80486 support

4.4. PATCHES.

4.4.1. Description.

problems in VINES.

or greater.
or greater.
or greater.
your Authorized Banyan reseller for

your Authorized Banyan reseller for

and DTS are no longer in production. CNS 80386

all VINES options.

Figure 4-03 (continued)

Banyan distributes two different kinds

patches: site-specific patches and general patches.

4.4.2. General Patches. General patches (revision level
changes/maintenance) fix a large number of problems in the VINES

network operating system.

Patches are pieces of software that fix

of

These patches include site-specific

patches, other fixes not released as site-specific patches, and
have been added to VINES. General patches are
released to all Banyan customers. Starting with the VINES
4.00(1) maintenance patch, all general patches have only one
patch level associated with them.

new functions that

4.4.3. Site-specific Patches.

number of problems

in the VINES network operating system.

patches are often generated for a single Banyan customer.
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example, Banyan has developed a restricted site-specific patch
set (for Marine Corps Sites only) which permits servers (all
platforms) to reboot and run without server keys once applied.
One of the patches in the set removes the functionality of the
other patch in the set. Banyan provides these fixes based on
site-specific needs.

4.5. THIRD-PARTY SOFTWARE. Most applications available for the
PC can be used with VINES. Banyan has committed to supporting
existing industry standards to ensure the widest range of
applications software possible is available to Banyan users. Two
standards that Banyan supports are DOS 3.x and NetBios. Banyan
has also documented additional interfaces (APIs) through
different services provided as part of VINES. Third-Party
applications can be services, client, or stand-alone utility
programs that use VINES features and run on the server or on a

PC. The Banyan Applications Directory publication provides a
list of all third-party software compatible with VINES.

4.5.1. Gateways. A recommended third-party vendor for gateway
software is Soft-Switch. The Soft-Switch SNADS Gateway/Banyan
product connects Banyan mail users to a system that implements
the SNA Distributed Services (SNADS) protocol. This connection
enables users on a Banyan network to exchange messages and
attachments with users of accessible foreign mail systems, as
they do with other Banyan Mail users. Another recommended
third-party vendor for VINES-compatible software is Trellis
Software Products. Some of their products are listed below:

4.5.2. Trellis Software Products

a. Trellis Redirector connects additional drives to the
VINES network. Redirector was designed for optical drives but
also supports all DOS compatible drives. Redirector lets all
users on the network access commercially published CD-ROM
applications.

b. Trellis TackBoard is a bulletin board program designed
to augment VINES Mail by providing a forum for large audience
information distribution.

c. Trellis TimeTalk is a multi-user calendar system that
has a user interface similar to Banyan Mail and other network
services. It has full integration with VINES StreetTalk name
catalog.

d. Trellis StreetMap allows users to create custom menus to
access application programs, handle file maintenance, and access
VINES facilities. ’

4.5.3. Memory. Applications that use a lot of memory present a

potential problem for the client PC. Each application program
uses memory differently, i.e., for the core program, additional
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program components, data manipulation, etc. Listed below is an
outline of the memory used by some of the critical software
running on a VINES workstation:

a. The resident Banyan network software takes up
approximately 110KB (most LAN drivers will vary 1-3KB in size);
the largest requires 168KB.

b. Other VINES software (extended functions) running on the
PC takes up additional memory (i.e. NetBios uses 39KB, use of
extended StreetTalk calls uses 8KB and semaphore services 15KB).

c. Each DOS version takes up a different amount of RAM:
DOS 3.1 uses 39KB; DOS 3.2 uses 46KB; DOS 3.3 uses 55KB.

d. The DOS CONFIG.SYS file will use more memory depending
on the number of files and buffers allowed.

e. Device drivers (ANSI.SYS and others) specified in the
CONFIG.SYS file will require a variable amount of memory.

4.5.4. Memory Management. PC memory management products attempt
to alleviate the limitations of DOS memory usage by recovering
extra memory and allowing it to be used by DOS. They are
different from conventional memory products that simply add
extended or expandable memory. Expanded memory makes use of
extra memory in excess of the base 640KB by setting up a page
frame in DOS memory, accessible by DOS, and swapping chunks of
memory from the expanded memory space into this page frame. Some
programs can swap parts of their own code into expanded memory,
but most do not and are limited to the 640KB limit of DOS. The
memory management products key feature is the ability to take
standard applications, including network software, mouse drivers,
and other TSR programs, and place them in the memory area between
640KB and 1MB. This allows them to run under DOS while freeing
the lower 640KB for other applications.

PC memory management products are very similar in
functionality but approach the problem in different ways. Some
products require a hardware card and supporting software. A
number of products can provide the same features using the
protected mode of the processing chip, requiring no additional
hardware. Memory used to fill in the holes in high memory can be
supplied on the hardware board or mapped from the extended memory
of the PC. 1In the latter case there might be a minimum amount of
extended memory required, some of which is used for memory
mapping and to hold the memory management software. Listed below
are two commonly used PC memory management products in the Marine
Corps:

a. Quarterdeck's QEMM386 is a software application that

runs on 80386 based systems. It can re-map unused high memory
space into RAM to allow TSR programs such as the VINES client
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network software to be run in high memory.

b. RYBS Electronics, Inc. Hi386 is a software DOS extension
for 80386 systems. It is based on RYBS's Advanced Memory
Specification (AMS